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"SCADA in the wild"

* Seeing SCADA equipment/software in its
natural habitat

* it’s cruel to isolate thewm from their
natural inputs & surroundings :)

* Seeing the operations of a control network

* Fuzzing with no target instrumentation &
no protocol spec




Bonuses

* Going through a man-frap
to get to a network port

* Fuzzing across state lines
* Fuzzing 100K+ systems

* Finding out what waking

up for work at 6am feels
like :)




What the jungle looks like

The Control Center
HMI Operator workstation

SCADA LAN

Internet

Geographically Distributed Process




What the jungle looks like

The Control Center
HMI Operator workstation

SCADA LAN

Firewall

d

g, =

, gg,}

A
B

i i

Geographically Distributed Process

‘ e 3 |

i

S

J g : Internet




Legacy: it’s still there
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Cornfield,

IL

Illinois Terminal System's Cornfield

Power Substation, Cornfield, IL
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Illinois Terminal System's Cornfield

Power Substation, Cornfield, IL




(MAYBE EVEN SEXY)

CALLIT
¢ WHAT YOU WANT...
We call it a PENRIL MODEM!

Penril's modems are all performers —
with a family ranging from teletype
(Bell 101C) modems and single card LSI
1200 BFS (Bell 202C) modems up to our
adaptively equalized 4800 BPS models.

3530 EANDOLPH ROAD, ROCKVILLE, MARYLAND 20857 » 30]-£81-8151

We'll be on display at Booth 2028 at FICC in Las Veras.

Power Substation, Cornfield, IL




Meanwhile, at the
Control Center...

* Sowe 100+ modew lines terminate at the
"Front End Processor” (FEP)




Meanwhile, at the
Control Genter...

* Front End Processor connects to an Energy
Managewent Server (EMS)

* EMS feeds data to boards/workstations
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"Power ties'

* The closer to the control center, the more
proprietary the protocols get

* Sold as (expensive!) integrated solutions
(5100K* - $1M+)

* Asset owners heavily rely on vendors
* Maintenance confracts, warranty, ete.
* But asset owners can push back, too




SCADA owners care

* Swmart asset owners suspect things might
be really brittle

* Hence serious investment into isolation
of control networks (+ IPSec, too)

* The most paranoid production network
I've seen

* ..which was where we came in ;)




The cause

* Utility may spend at least as much on
mitigation as on original equipment!

* This research was done to show the need
for such strong and meticulous measures

* [efense in depth is only as good as the hole
s deep




Isolated Test
Environment

* New devices and patches must be tested
before being put into service

* Such a test environment was used as a
basis: isolated from production network

* Took a lot of preparation and checking fo
assemble the right topology

* with the right geographic distances
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Yeah, fuzzing SCADA...




"Fuzzing SCADA' is old...

* Ganesh Devarajan (TippingPoint)
* NP3 wmodule for Sulley the fuzzer
(Sulley released in 2007 by Awini & Portnoy)
* Ganeshs B 07 talk caused much wmedia stir

* Digital Bond's ICCPSic test tools L I
* released to “vetted asset owners” subseribers < Ydigital
*  “L.will crash vulnerable ICCP servers.” bon

*  Securileam's beSTORM UNP3 fuzzer ﬂ
* crashed Wireshark's NP3 protocol dissector/parser

SecuriTeam

*  Mu Security's fuzzer hw appliance FrmEE=TT
* Licensed per protocol module S ool




Problems in the field?

* Proprietary protocols => no block-based
protocol modules a-la SPIKE

* Cannot instrument the targets
(voiding 100K+ warranties is tough)

* Who's going to restart it for us when
crashed?

* > 907 of fuzzing is framework setup




No problems!
This... is... SCADA!

* Protocol transmissions are continvous and
repetitive, same structure

* many samples of data fo learn from

* Watchdogs automatically restart failed
processes and systems

* Frequent keep-alive/status messages
* easy to see when targets crash




More SCADA goodies

* Distinet handshake phase in protocols
* gkip it to let data connections proceed

* then fuzz data parsing code

* easy fo recognize with packet regexps

* Siwilar data, similar packet structure
seen over and over

* really helps mutational fuzzing




GPE mutation fuzzing

* “General Purpose Fuzzer”
* fuzzes saved network protocol sessions

* yseful heuristics for inserting runs of
random or special bytes

Fuzzed iacket
e

Mutation fuzzer (GPF)




“Aitel had it right a
with SPIKE® &

* We'd like to know the blocks of the protocol

* wmust mateh thewm closely enough to cover
code paths past simple sanity checks

Target process

* How to guess blocks of unknown protocol?

* well, just roughly enough to fuzz them :)




LZfuzz, a “lazy hack”

* Guesses blocks (“tokens”) based on
repeated occurrence, a-la GZIP

runs a variant of the Lempel-Ziv compression
algorithm

frequently repeated byte strings end upin a
string table

seeds the table with likely tokens/blocks from
packet captures

* Applies GPF's heuristic mutations

to tokens:

* long ASCII byte runs for buffers overruns
* extra delimiters, bit flips, ...




Fresh packet
[

—J

Reply
|

J

0

(]

\Ztuzz

Fuzzed packet

—— )

‘ ) -

4------------»

Tokenize &

mutate

NN —

Intercept packets

LZ tokenizer + GPF

IPQueve + per-packet

3

Reply

[ ]
|

Source Live mutation fuzzer (LZFuzz)

oooo ooo

oooo ooo
oooo ooo

Server

Reassemble

& send

[ DO [ ]

T

Target

LZfuzz string table

xxx gjhjhgjhgjhg hitp get put aquire reseboo
gjhjhg http get put aquire rese

xxx gj hjhgjhgjhg hitp get put aquire reset
xxx gjhjhgj hgihg http get put aquire reset
xxx g jhg http get put aquire resett




Recap

* Cannot instrument endpoints, must infer
state of target processes/08S:

* ynexpected TCP RSTs, repeated SYNs

* gpecial auth handshakes pre- data sessions
* timeouts

* Must adapt & back-off to allow watchdogs fo
reset targets & rebuild connections

* Must hypothesize checksum kinds & places




L\Ztuzz 2.0

* Connection state inference rules

* Avutomatic checksum detection & fix-up
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Coverage?

* Tried non-SCADA targets:
DAAP (iTunes) 0SCAR (Pidgin)

mt-daapd Fuzzing Code Coverage Pidgin Fuzzing Code Coverage
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Validation for utility

* Mitigating controls to prevent

injection of packets into the ‘/
control network

* Paranoia justified \/




The future?




e future?
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5 * Composition is how humans
do engineering
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is not composable”

* (Cowmposing well-
understood parts may
yield a new system with
deadly properties

* “Complexity Kills”




“Wrong threat model”




Swmart Grid!

* |t’s ‘smartER grid” thank you very much

* “Tens of wmillions” of devices!
* or 100M, whichever you

feel Iike SCIENTISTS SAY THAT
BY 2040 YOU WILL BE
ABLE TO POWER YOUR
ENTIRE HOME

* Notjust ‘smart meters WITH THE BREEZE

FROM YOUR

phaSOl’S, l’elays, ”in‘[' e"ige"‘[' REFRIGERATOR

DOOR.

electronic devices” ... A




(2b 11! 2b) * 100M

* To remote adwin or not to
remote admin?

* To trust or not to trust
(the network environment)?

* To frust or not to trust
(remote systems)?

* Will old engineering solutions |
scale up to 100M?




When we have 100M
computers...

How do we extend trust to thewm?

How do we keep all of them
trustworthy?




When we have 100M
computers...

* Should they have remote administration
interfaces to get configured, patched,
and upgraded?

* YES: huge network attack surface

* NO: be prepared to lose/replace entire
generations, often
Levolution” = “stuff dies out™]

-- Pan Geer, SOURCE Boston, 08




When we network
100M computers...

* How do we comwission/contig/replace them?

* Must be easy, not require special training
(e.g., in a Home Area Network)

* “Plug it in, it just works” =>

* Pevices must TRUST their network
environment to learn configs from it
(e.q.,: IPv6 auto configuration)




Just trust the first
message” vs. key mgmt

* The only way to authenticate a message is
to share a secret (or public key) with the
trusted origin/environment

* How will this secret get to the new device?
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Can we authenticate
100M devices?

* support

* remote
replacement?

* A utility’s
PKI experience:
keys are
costlier than
devices!




“C” contidentiality:
Crypto Chicken vs. Eqg

* Key material to secure
link layer (L2)

* ...is exchanged via
protocols in L3!

* programming with
drivers/frames rather SRR —_—_"
than sockets sucks




“I” integrity:
Run twice as hard to
remain in place

* How wuch to: ‘
* push patches * 100M =7 TN

* runtime integrity computation
CPU cost* 100M =7

* wmaintain white list of trusted configs ?
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..and other fun
adventures...
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Thank you!



More Information

More research & industry interaction info:

Trustworthy Cyber Infrastructure for the
Power Grid (TCIPG) project:

http:/wwwicipg.org/ @ 1GIPG

Disclaimer: This talk presents only the authors’ positions,
not those of sponsors or other organizations.



http://www.tcipg.org
http://www.tcipg.org

